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Abstract While LLM-based data wrangling approaches that process each row of data have
shown promising benchmark results[1], computational costs still limit their suitability for real-
world use cases on large datasets. We revisit code generation[2, 3] using LLMs for various
data wrangling tasks, which show promising results particularly for data transformation tasks
(up to 37.2 points improvement on F1 score) at much lower computational costs. We further-
more identify shortcomings of code generation methods especially for semantically challenging
tasks, and consequently envision an approach[4] that combines program generation with a
routing mechanism using LLMs. The envisioned approach involves a shift from employing
LLMs on a per-row basis to prompting LLMs for function generation that addresses the bulk
of records. The approach includes a task router that divides tasks from code-solvable to not
code-solvable, and a data router that distinguishes data from code-applicable to not code-
applicable. Further research will experiment with each component of the proposed workflow,
exploring when it is appropriate to use LLMs for data wrangling.
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